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» The microservice architecture is still the most popular architectural style for distributed
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¢ On acloud native platform, observability of services is not enough. A more fundamental
prerequisite is to make microservices automatable, by implementing health checks,
reacting to signals, declaring resource consumption, etc.
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¢ In the post-Kubernetes era, using libraries to implement operational networking



www.infog.comy/articles/microservices-post-kul ¢ (4] ] 3 +

e — = 8 =4S

Software Development Conference
New
I . San Francisco Nov 5-9, 2018
n O Development Architecture Al, ML & Data  Culture & DevOps ST

Videos with

. . . . London Mar 4 - 8, 2019
En | &3z | B4 | Fr | Br & Design Engineering Methods Transcripts

Streaming Machine Learning Reactive Microservices Containers .NET All topics

The Architects' Newsletter

(a great

Youi ara hara:  InfaN Uamana~a - Alaioao

-y
E o

I
§- =
l Reading List Read later

>

SRR Microservices

ENMEAI

ST A

L

:8 minutes/ 1 Discuss

.
|

eBay Replatforming to Kubernetes, Envoy and
Key Takeaways Kafk{a: ln?ending togOpen Source Hardwa)r/e and
Software
» The microservice architecture is still the most popular architectural style for distributed
systems. But Kubernetes and the cloud native movement has redefined certain aspects Networking Your Microservices
of application design and development at scale. Applications fs

)
¢ On acloud native platform, observability of services is not enough. A more fundamental
prerequisite is to make microservices automatable, by implementing health checks,
reacting to signals, declaring resource consumption, etc.

Designing Events-First Microservices

{##IBM

.ns

¢ In the post-Kubernetes era, using libraries to implement operational networking



www.cncf.io

CLOUD NATIVE About Projectsw Certificatiorr Peopler  Community”  NewsroonT JOIN NOW Q
COMPUTING FOUNDATION

contributors for free Kubernetes Meetup
to CNCF Kubernetes Distributions members
projects EdX course and
Platforms

What is CNCF?

CNCF is an open source software foundation dedicated to making cloud native
computing universal and sustainable. Cloud native computing uses an open source
software stack to deploy applications as MICroservices, packaging each part into its
own container, and dynamically orchestrating those containers to optimize resource

utilization. Cloud native technologies enable software developers to build great
products faster.

JOIN
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what problem are
we trying to solve?




“everyone else
s doing It?”




whny cloud?
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why cloud native?
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cloud native Is not a
synonym tor
‘microservices’




{##IBM {#{IBMGarage @holly_cummins




It ‘cloud native’ has to be a
synonym tor anything, it would be
‘'dempotent’




It ‘cloud native’ has to be a
synonym tor anything, it would be
‘'dempotent’

which definitely needs a synonym
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what’s the point of getting the
same old stuff to market taster?




what’s the point of being able to
respond to the market, if you don’t?




what’s the point of
architecture that can go
faster, It you don’'t go tfaster?
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I'm a consultant with the IBM Garage.

These are my scary stories
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MICroservices
are not the goal
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are not the goal

they are the means
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“we're going too slowly.

we need to get rid of COBOL
and make microservices!”
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“we're going too slowly.

we need to get rid of COBOL
and make microservices!”

“... but our release board
only meets twice a year.”

i== #IBMGarage

@holly_cummin
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distributed monolith
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distributed monolith

but without compile-time checking
... or guaranteed function execution

@holly_cummins
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reasons not to do microservices

small team
not planning to release independently

don’t want complexity of a service mesh - or
worse yet, rolling your own

domain model doesn’t split nicely
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“every time we change one
microservice, another breaks”
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distributed != decoupled

{##IBMGarage @holly_cummins



il

T e :3‘{' A ey . o
cloud-native spaghetti is still spaghetti

(Image: Cloudy with a Chance of Meatballs.)
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“each of our microservices has
duplicated the same object model ...
with twenty classes and seventy fields”
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Z@ metric units

distributing
8 did not help

Imperial
units

M



microservices need
consumer-driven contract tests
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“we have a CI/C
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CI/CD is something you do
not a tool you buy
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“I'll merge my branch
iInto our CI next week”
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“CI/CD ... CI/CD ... CI/CD ...
we release every six months ...
CI/CD ...~
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continuous.

I don’t think that word means
what you think 1t means.
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how often should you push to master?

—
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how often should you integrate?
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how often should you integrate?
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every character

actually continuous
... but stupid
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how often should you integrate?

every Character every Commlt
(several times an hour)

actually continuous
... but stupid

= #IBMGarage
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how often should you integrate?

every few commits

(several times a day)
every Character every Commlt

(several times an hour)

actually continuous
... but stupid
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how often should you integrate?

every few commits

(several times a day)
every Character every Commlt

i once ada
(several times an hour) y

actually continuous
... but stupid
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every Character every Commlt

(several times an hour)

once a

once a day week

actually continuous
... but stupid
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iz #IBMGarage @holly_cummins



how often should you integrate?

every few commits

(several times a day)
every Character every Commlt

(several times an hour)

once a

once a day week

once a
month

once every
six months

actually continuous
... but stupid

iz #IBMGarage @holly_cummins



how often should you integrate?

every few commits

(several times a day)
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once a day week

once a
month
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... but stupid
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how often should you integrate?

every few commits
(several times a day)

every character every commit once a
. once a day
(several times an hour) week
once a
month
N
ok

once every
six months

bad

trunk-based

actually continuous development

... but stupid
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how often should you integrate?

every few commits

(several times a day)
every Character every Commlt

(several times an hour)

once a

once a day week

once a
month

ok once every

six months
bad

seriously?

trunk-based

actually continuous development

... but stupid
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how often should you integrate?

every few commits

(several times a day)
every Character every Commlt

(several times an hour)

once a

once a day week

once a
month

ok once every
six months

bad

my favourite

seriously?

trunk-based

actually continuous development

... but stupid
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how often should you release?

every push
(many times a day)

every user story

every epic once a sprint

once a once
quarter every two

/ ) years
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how often should you deploy?

every push
(many times a day)

every user story

every epic once a sprint

once a once
quarter every two

/ ) years

== #IBMGarage @holly_cummins



how often should you deploy?

every push
(many times a day)

every user story

every epic once a sprint

once a once
quarter every two

/ o T year

(need a good handle on
feature flags)
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how often should you deploy?

every push
(many times a day)

every user story

every epic once a sprint

once a once
quarter every two

/ o ok . ﬂ‘“\fﬁj

(need a good handle on
feature flags)
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how often should you deploy?

every push
(many times a day)

every user story

every epic once a sprint
once a once
- quarter every two
- ———n ears
/ ok NLM
old-
school

(need a good handle on
feature flags)
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every epic once a sprint
once a once
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how often should you deploy?

every push
(many times a day)

every user story

every epic once a sprint
once a once
- quarter every two
o ok " . years
hardcore old-
school
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how often should you deploy?

every push
(many times a day)

every user story

every epic once a sprint
once a once
- quarter every two
ok oK S years
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school

(need a good handle on
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how often should you test in staging?

@holly_cummins
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how often should you deliver?

@holly_cummins
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how often should you deliver?

every push

my favourite

@holly_cummins
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“we can’t actually release this.”

i== #IBMGarage
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why?

#IBMGarage @holly_cummins




nat’s stopping more

frequent deploys?
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“we can’t release this microservice...

we deploy all our microservices at
the same time.”

i== #IBMGarage
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“we can’'t ship until every
feature is complete”

© 2019 IBM Corporation #IBMGarage @holly_cummins



It you're not embarrassed

DY
your first release It was too

ate

- Reid Hoffman
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what’s the point of architecture that
can go faster, it you don’t go faster?
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feedback I1s good
engineering



feedback Is good business



deferred wiring
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feature tlags
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A/B testing

canary deploys
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“our tests aren’t
automated”



“we don’t know If
our code works”



“we don’t know If
our code works”




systems will behave In
unexpected ways



dependency updates can
change behaviour



“‘we can’'t ship
until we have
more confidence
In the quality”

© 2019 IBM Corxrporation {#fIBMGarage
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microservices need
automated integration tests




not a good CI/CD indicator a good CI/CD indicator

“we don’'t know when the
bund S broken



a good build radiator
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“oh yes, that

L?/—:]E—:;‘ build has been

E\ iE E’ oroken for a
few weeks...”
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“we’ve scheduled the

architecture board

review for a month

after the project is
ready to ship”



“this provisioning
software 1s broken”
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10 minute
provision-time

what we sold
“this provisioning
software is broken”
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10 minute
provision-time

what we sold

what the
client
thought

they’d got

3 month
provision-
time

“this provisioning
software is broken”
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, what the

/ client \‘
thought //
they’d got 3 month
provision-
\ time

the reason

10 minute
provision-time

84-step
pre-approval process

what we sold

“this provisioning

software is broken” ) /
iz #IBMGarage — @holly_cummins
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old-style governance isn’t going to work
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Provider A
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Provider B

“we're going to change cloud provider
to fix our procurement process!”

iE= #IBMGarage
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Provider B

“we're going to change cloud provider
to fix our procurement process!”

iE= #IBMGarage
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It the developers are the
only ones changing, cloud
native Is not going to work
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the cloud makes it so easy

to provision hardware.
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that doesn’t mean the

hardware Is free.
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or useful.

@holly_cummins



Hey boss, I created a
Kubernetes cluster.
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Hey boss, I created a
Kubernetes cluster.

I forgot it for 2 months.
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Hey boss, I created a
Kubernetes cluster.

I forgot it for 2 months.

...and it’s £1000 a month.
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There is surely nothing
quite so useless as
doing with great
efficiency what should
not be done at all.

— Peter Drucker
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“we have no idea how much

we're spending on cloud.”
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cloud to manage your clouds



IBM Multicloud Manager Createresource  Catalog ~ Docs  Suppor

Clusters

Q_ Search

Name Namespace Labels Endpoint Status Klusterlet Version Kubernetes Version Storage Memory

cloud=Azure
datacenter=eastus
environment=Prod >
aksnamespace name=aks 3.1.2-dev
owner=coc
region=US
vendor=AKS

cloud=AWS
datacenter=us-east-1
environment=public
eksnamespace name=eks 3.1.2-dev v1.11.8-eks-7c34c0
owner=coc
region=US
vendor=EKS

cloud=Google
datacenter=us-east1-b
environment=Prod
gkenamespace name=gke v1.11.7-gke.12
owner=coc
region=US
vendor=GKE

cloud=IBM
datacenter=frankfurt
environment=Dev
icpnamespace name=icp launch v1.12.4+icp-ee
owner=coc
region=EU
vendor=ICP

cloud=IBM
datacenter=berlin
lerwir_omhen};l_secure
: ocation=public v _
iksnamespace name=iks 3.1.2-dev v1.11.9+IKS
owner=coc
region=EU
vendor=IKS

cloud=IBM
datacenter=frankfurt
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site reliability
engineering
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make
releases

deeply boring
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how to brick a spaceprobe

Phobos 1
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“we couldn’t get the automated checks
to work, so we bypassed them”
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recoverapility
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unrecoverabple
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no data loss
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handoffs
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ways 1o G

succeed at (F\)

cloud native
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be clear on what you're
trying to achieve




optimise tor tfeedback
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