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Let’s start with a story
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What’s the worst thing that 
could happen?
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*************
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The FT.com zone was 
missing
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FT.com has over 5,100 
subdomains 😬
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This impacted the whole 
company
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😱
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We have never prepared 
for such an incident
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It’s a classic data loss 
situation
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Our provider had a partial 
backup 
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But critical records we 
used for DNS load 
balancing were missing 
👻
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About 10 people worked 
to resolve the incident
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And over 30 people were 
online to follow along
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Most were not called, but 
still volunteered their time
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4h 30m
The first hour was a total outage.
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Lack of panic in the 
moment
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It was a slick operation 
and we recovered
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It took restoring from a 
backup and manual entry 
to get there
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We were focused on 
recovery, not what 
happened
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People were joining the 
incident to learn
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This is where we are 
today
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0. How do we do on-call?

1. Our incident management 
challenges

2. Making out-of-hours sustainable
3. The results and takeaways
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FT Core

Customer 
Products

Enterprise 
Services

Internal 
Products
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& ReliabilityFT Group 

Products
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We are Customer 
Products
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45 engineers and counting 📈
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And we own about
180 systems
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Split into 9 teams
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Operations monitor our 
entire estate 24/7
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Our systems are a
drop in the pond
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You build it, you run it
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Supporting our systems 
out-of-hours
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This is our approach to 
DevOps
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Our engineers wear 
many hats
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We’re putting on our 
incident management hat
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How do we do support 
out-of-hours?
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Our engineers volunteer to 
be part of the out-of-hours 
team
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We don’t have shifts
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We don’t have shifts
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Which means, we could all 
be unavailable
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What do we care about?
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We’re talking about our 
business capabilities
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We’re talking about our 
business capabilities
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What is an incident at the 
FT?
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Customer Products has 
two really important 
business capabilities
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1. Our users can always 
read the news
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2. Journalists must be able 
to publish the news
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If either of these go wrong 
we declare an incident
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0. How do we do on-call?

1. Our incident management 
challenges

2. Making out-of-hours sustainable
3. The results and takeaways
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What were our challenges?
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We were not immediately 
productive on call →
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We had an 
engineering mindset in 
an operations situation

We were not immediately productive on call
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Because we don’t 
have any SRE or 
DevOps specialists

We were not immediately productive on call
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“ ”I always start with the 
impact and the 
comms, they kinda 
jump in at the Tech.
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Our incident 
management process 
wasn’t second nature

We were not immediately productive on call
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We had very few incidents 
in the first half of the year
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We had very few incidents 
in the first half of the year
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And we were down to 5 
people on the out-of-hours 
support team
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So we needed to make 
out-of-hours team 
sustainable
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0. How do we do on-call?
1. Our incident management challenges

2. Making out-of-hours 
sustainable

3. The results and takeaways
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We surveyed engineers 
about helping out during 
an incident
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There were many people 
on the fence
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There were many people 
on the fence

7 people

3 people6 people
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And they told us why
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“ ”I will need much more 
confidence in systems 
and domains 
knowledge.
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“ ”If I were to have a better 
understanding of how it 
works and what I would 
need to do, I would very 
likely join.
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We set out to convince 
people to join our 
out-of-hours team
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We built and ran incident 
workshops
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So our engineers are 
better prepared to
take on incidents
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And we wrote a generic 
runbook for our 
microservices
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So engineers knew what 
they can do, and apply it 
to our ~180 systems
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We set out in the last 6 
months of 2019 to address 
the situation



#qconlondon #prepfortheunexpected

Building your incident 
workshop →
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Don’t Panic!

Building your incident workshop
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Set aside a couple of 
hours to write a 
workshop

Building your incident workshop
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Start by having a read 
of your old incidents

Building your incident workshop
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Start by having a read 
of your old incidents

Building your incident workshop
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Use the first page to 
set the scene

Building your incident workshop
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Use the first page to 
set the scene

Building your incident workshop
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Follow it with several 
pages of graphs and 
information

Building your incident workshop
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Follow it with 3–5 
pages of graphs and 
info

Building your incident workshop
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Each page progresses 
the incident

Building your incident workshop
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Each page progresses 
the incident

Building your incident workshop
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And is an opportunity 
to ask questions about 
tools and systems

Building your incident workshop
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Include the dead ends 
you encountered in 
production

Building your incident workshop
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Include the dead ends 
you encountered in 
production

Building your incident workshop
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Then wrap it up in a 
summary page

Building your incident workshop
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Then wrap it up in a 
summary page

Building your incident workshop
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What actually 
happened?

Building your incident workshop
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What did we do?

Building your incident workshop



#qconlondon #prepfortheunexpected

What caused the 
incident?

Building your incident workshop
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Keep it minimal

Building your incident workshop
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The open format 
encourages people to 
share what they know

Building your incident workshop



#qconlondon #prepfortheunexpected

The open format 
encourages people to 
share what they know

Building your incident workshop
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Running your incident 
workshop →
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You are the incident 
lead*

* aka the facilitator 

Running your incident workshop
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Split people into small 
teams

Running your incident workshop
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Introduce the session 
and the format

Running your incident workshop
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Hand out that first 
page of background 
information

Running your incident workshop
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Give teams ~10 
minutes to discuss this 
information

Running your incident workshop
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Encourage the 
discussion, pose 
questions

Running your incident workshop
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Remind people to 
write their thoughts 
down!

Running your incident workshop
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Remind people to 
write their thoughts 
down!

Running your incident workshop
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Bring the teams 
together and ask them 
the following...

Running your incident workshop
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We’re addressing that 
engineering mindset

Running your incident workshop
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1. What actions, if any, 
can you take right 
now?

Running your incident workshop
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2. What more 
information do you 
need?

Running your incident workshop
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3. What are you 
communicating?

Running your incident workshop
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People get really 
excited, so moderate 
the conversation!

Running your incident workshop
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Then, hand out more 
information.

Hopefully it’s what they’ve asked for...

Running your incident workshop
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Repeat the handouts 
and questions until the 
incident is “over”

Running your incident workshop
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Leave plenty of time 
for questions

Running your incident workshop
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Documenting a generic 
microservices runbook →
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One place for generic 
actions you can take 
during an incident

Documenting a generic microservices 
runbook
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We call it the FT.com 
incident tool belt 🛠

Documenting a generic microservices 
runbook
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We call it the FT.com 
incident tool belt 🛠

Documenting a generic microservices 
runbook
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Each action has prep, 
usage and previous 
incidents documented

Documenting a generic microservices 
runbook
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Preparation, such as 
downloading the 
Heroku CLI 

Documenting a generic microservices 
runbook
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Preparation, such as 
downloading the 
Heroku CLI 

Documenting a generic microservices 
runbook



#qconlondon #prepfortheunexpected

Previous incidents 
provide context for 
those yet to happen 

Documenting a generic microservices 
runbook
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Previous incidents 
provide context for 
those yet to happen 

Documenting a generic microservices 
runbook
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We ran training 
sessions on each 
action

Documenting a generic microservices 
runbook
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They were hands on 
and we ran them in 
production

Documenting a generic microservices 
runbook
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0. How do we do on-call?
1. Our incident management 

challenges
2. Making out-of-hours sustainable

3. The results and 
takeaways
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Did the workshops and 
documentation help?
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6 incident workshops
with 3 “incidents”
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6 tool box workshops
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How likely are you to help 
out during an incident?
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“ ”Solving OOH incidents 
is probably not as 
scary as most of us 
think.
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The workshops expanded 
everyone's mental model 
of our systems
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We got better at the 
process
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“ ”[I’ve learnt] to focus 
initially on comms and 
customer experience, 
and less on finding the 
technical root cause.
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We started learning from 
our old incidents
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“ ”I am keen to work 
towards being on the 
out-of-hours team.
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Engineers did join the 
out-of-hours team 🎉
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There’s now 11 of us
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Many of whom were 
dialed into the
big DNS incident
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What are we doing this 
year?
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Continue to promote 
joining the out-of-hours 
team
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Evangelise running 
incident workshops across 
the company
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Key takeaways

Photo by Ollie Jordan on Unsplash

https://unsplash.com/@ollie_jordan?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/s/photos/takeaway--chips?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText


#qconlondon #prepfortheunexpected

Practicing incident 
management can prepare 
you for the unexpected
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Confidence doesn’t have 
to come from in-depth 
knowledge
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Take this back to your 
teams, and have fun!
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We’re hiring! 📈

https://www.ft.com/qcon

https://www.ft.com/qcon
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● Coping with Complexity by the SNAFUcatchers

● Beyond the "Fix-it" Treadmill by J. Paul Reed

● Cognitive Work of Hypothesis Exploration During 
Anomaly Response by Marisa R. Grayson

● Learning from Incidents in Software Blog

Further reading

https://snafucatchers.github.io/
https://queue.acm.org/detail.cfm?id=3380780
https://queue.acm.org/detail.cfm?id=3380778
https://queue.acm.org/detail.cfm?id=3380778
https://www.learningfromincidents.io/
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● FT.com Incident Workshop #1
● FT.com Incident Workshop #2
● FT.com Incident Workshop #3

Incident workshop examples

https://drive.google.com/file/d/14FlNmYsmYJB_sxQli0oaSzQuPnuMo9Tk/view?usp=sharing
https://drive.google.com/file/d/153Ul1hfieo2A3EaQjVDYdvxJI4EwkX1C/view?usp=sharing
https://drive.google.com/file/d/1-5XS6bioDkPxXm7AGoUOg0mEumDYavTc/view?usp=sharing


#qconlondon #prepfortheunexpected

Thank you!

I’d love to hear your thoughts, 
suggestions and feedback!

samuel.parkinson@ft.com
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